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overview
• we investigate the theoretical linguistic abilities of four LLMs:
–OpenAI’s GPT-3.5 Turbo (Brown et al., 2020),
–OpenAI’s GPT-4 (OpenAI, 2023),
–Meta’s Llama 3.1 (Dubey et al., 2024), and
–OpenAI’s o1 (OpenAI, 2024)

• OpenAI o1 outperforms other LLMs on some linguistic analysis tasks
– able to generate coherent syntactic and phonological analyses
(e. g. Chomsky, 2014; Chomsky and Halle, 1968)

• o1 may be the LLM with most advanced metalinguistic abilities—
i. e.with abilities not only to use language, but also to reason about it

background
• previous work (e. g. Gulordava et al., 2018; Linzen et al., 2016; Ma-
tusevych et al., 2022; Wilcox et al., 2018; Yedetore et al., 2023) has
tested the linguistic abilities of neural networks trained on text

• yet, most previous studies only test LLMs’ correct language use;
–not the models’ ability to generate analyses of language data

• we test complex metalinguistic abilities of LLMs
– results can provide insights into their metacognitive abilities

research program
• behavioral interpretability of deep learning—models’ performance is
evaluated through explicit metacognitive prompts

• transformers (seem to) represent language hierarchically in struc-
tures that resemble syntactic trees (Murty et al., 2022)
–previously, claims evaluated implicitly by looking into the trans-
formers’ internal representations

– applying a linguistic formalism to an LLM’s own language ability
— testing grounds for accessing its metacognitive abilities?

–do solutions draw only on distributional knowledge, or also on
an understanding of constituency, hierarchical structure, etc.?

• human linguists have arrived at a range of analytical frameworks by
reasoning from their mental grammar
–will LLMs be able to comeupwith innovative theoretical solutions
that were not hypothesized by humans thus far?

– suggestive: deep neural networks used in protein design (Jumper
et al., 2021), geometry (Davies et al., 2021), and cracking un-
known communication systems (Beguš, Leban, et al., 2023)
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recursion task ex
Consider the sentence below and complete the following three tasks:
1. Does the sentence in question contain an instance of recursion? If so, identify
the recursive part and say what kind of recursion it is. Note that there are
different types of recursion, e.g. adjectival recursion (an adjective modifying
an adjective-modified noun), Saxon Genitive a.k.a. possessive 's recursion (an 's-
possessed 's-possessor), prepositional phrase recursion (a prepositional phrase
with another prepositional phrase inside), clausal recursion (a clause within
another clause), and so on.
2. Provide code for a syntactic tree representing the structure of the sentence
that can be rendered with LaTeX's forest package. Assume X-bar theory.
3. If you identified that the sentence contains a recursive structure, expand it by
adding another layer of recursion (of the same type) to the identified structure.
"Unidentified flying objects may have conflicting characteristics."

1. Yes, the sentence contains 2.an
instance of recursion. The recursive
part is the noun phrase "Unidentified
flying objects", which exhibits
adjectival recursion.
3. "Unidentified recently sighted
flying objects may have conflicting
characteristics."
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movement task ex
Consider the sentence below. Provide
code for a syntactic tree representing
its structure that can be rendered
with LaTeX's forest package. Assume X-
bar theory. Pay special attention to
syntactic movement and represent all
instances of movement with (indexed)
traces. ...
"When do you think she will arrive?"
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ambiguity task ex
Consider the sentence below. Is it
syntactically ambiguous? If so, provide
code for syntactic trees representing
each possible parse of the sentence
that can be rendered with LaTeX's
forest package. Assume X-bar theory.
"Eliza wanted her cast out."

Yes, the sentence "Eliza wanted her
cast out." is syntactically ambiguous.
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phonology task ex
Below, you are given a list of 40 words, which are the surface forms in a language
you have not previously encountered. Each surface form is given as a string of
phones separated by spaces. What phonological process operating in this language
can you observe? Focus on the following phones of interest: t d n s z r l t̪ d̪ n̪
θ ð r̪ l̪. State the phonological process as a rule such as e.g. A → B / _ C, A →
B / C _, or A → B / C _ D, where A stands for the underlying phoneme, B for its
surface realization, and C (and D) specify the environment where A is realized
as B. State your rule in the most general possible terms, i.e. refer to natural
classes whenever possible (instead of simply listing the affected phonemes).
h æ θ i l̪ h e n ̪ w æ ð s o t ɑ n l u l æ ...

... alveolar consonants becoming dental after front vowels.
Rule: Alveolar consonants → Dental / Front vowel ___

methods
• we designed four tasks aimed at testing the models’ ability to:
– identify recursive structures, determine their type, represent them with tree
diagrams, and add other layers of recursion,

– represent syntactic movement with traces,
– identify ambiguity and represent it with syntactic trees, and
–write phonological rules specifying the input, output, and environment of
their application

• within each task, each model was evaluated on 30 test items / each test item
contained an original English test sentence or a constructedphonological dataset

• subtasks of each task was independently graded by three linguistics graduate
students as either correct or incorrect; the majority grade was counted

results
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• on many tasks, the performance of all of four models was comparable
• on the more difficult tasks, o1 vastly outperforms other models
tree drawing: o1 scores 0.63–0.93; GPT-4 and Llama 3.1 score ∼0.3
rule environment: o1 scores 0.63; GPT-4 and Llama 3.1 score below 0.14

discussion
• our line of work (e. g. Beguš, Dąbkowski, et al., 2023) — the first to show that
LLMs can analyze sentence structure in ametalinguisticway, and explicitly solve
complex tasks, such as representing recursive structure with syntactic trees

• we speculate that o1’s unique advantage in solving linguistic puzzles may result
from the model’s chain-of-thought mechanism, which mimics the structure of
human reasoning used in complex cognitive tasks
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